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Abstract

One important issue in the theory of Ordered Weighted Averaging (OWA) operators is the determination of the associated weights. One of the first approaches, suggested by O’Hagan, determines a special class of OWA operators having maximal entropy of the OWA weights for a given level of orness; algorithmically it is based on the solution of a constrained optimization problem. In this paper, using the method of Lagrange multipliers, we shall solve this constrained optimization problem analytically and derive a polynomial equation which is then solved to determine the optimal weighting vector.
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1 Introduction

An OWA operator of dimension $n$ is a mapping $F: \mathbb{R}^n \to \mathbb{R}$ that has an associated weighting vector $W = (w_1, \ldots, w_n)^T$ of having the properties

$$w_1 + \cdots + w_n = 1, \ 0 \leq w_i \leq 1, \ i = 1, \ldots, n,$$

and such that

$$F(a_1, \ldots, a_n) = \sum_{i=1}^n w_i b_i,$$

where $b_j$ is the $j$th largest element of the collection of the aggregated objects $\{a_1, \ldots, a_n\}$.

In [3], Yager introduced two characterizing measures associated with the weighting vector $W$ of an OWA operator. The first one, the measure of orness of the aggregation, is defined as

\[
\text{orness}(W) = \frac{1}{n-1} \sum_{i=1}^{n} (n-i)w_i.
\]

and it characterizes the degree to which the aggregation is like an or operation. It is clear that $\text{orness}(W) \in [0, 1]$ holds for any weighting vector.

The second one, the measure of dispersion of the aggregation, is defined as

\[
\text{disp}(W) = -\sum_{i=1}^{n} w_i \ln w_i
\]

and it measures the degree to which $W$ takes into account all information in the aggregation.

It is clear that the actual type of aggregation performed by an OWA operator depends upon the form of the weighting vector. A number of approaches have been suggested for obtaining the associated weights, i.e., quantifier guided aggregation [3, 4], exponential smoothing [6] and learning [5].

Another approach, suggested by O’Hagan [2], determines a special class of OWA operators having maximal entropy of the OWA weights for a given level of orness. This approach is based on the solution of the following mathematical programming problem:

\[
\begin{align*}
\text{maximize} \quad & -\sum_{i=1}^{n} w_i \ln w_i \\
\text{subject to} \quad & \frac{1}{n-1} \sum_{i=1}^{n} (n-i)w_i = \alpha, \quad 0 \leq \alpha \leq 1 \\
& \sum_{i=1}^{n} w_i = 1, \quad 0 \leq w_i \leq 1, \quad i = 1, \ldots, n.
\end{align*}
\]

Using the method of Lagrange multipliers we shall transfer problem (1) to a polynomial equation which is then solved to determine the optimal weighting vector.
2 Obtaining maximal entropy weights

First we note that \( \text{disp}(W) \) is meaningful if \( w_i > 0 \) and by letting \( w_i \ln w_i \) to zero if \( w_i = 0 \), problem (1) turns into

\[
\text{disp}(W) \rightarrow \max; \quad \text{subject to } \{ \text{orness}(W) = \alpha, \ w_1 + \cdots + w_n = 1, \ 0 \leq \alpha \leq 1 \}.
\]

If \( n = 2 \) then from \( \text{orness}(w_1, w_2) = \alpha\) we get \( w_1 = \alpha \) and \( w_2 = 1 - \alpha \). Furthermore, if \( \alpha = 0 \) or \( \alpha = 1 \) then the associated weighting vectors are uniquely defined as \((0, 0, \ldots, 0, 1)^T\) and \((1, 0, \ldots, 0, 0)^T\), respectively, with value of dispersion zero.

Suppose now that \( n \geq 3 \) and \( 0 < \alpha < 1 \). Let us denote the Lagrange function of constrained optimization problem (1), where \( \lambda_1 \) and \( \lambda_2 \) are real numbers. Then the partial derivatives of \( L \) are computed as

\[
\frac{\partial L}{\partial w_j} = -\ln w_j - 1 + \lambda_1 + \frac{n - j}{n - 1} \lambda_2 = 0, \quad \forall j
\]

(2)

\[
\frac{\partial L}{\partial \lambda_1} = \sum_{i=1}^{n} w_i - 1 = 0
\]

\[
\frac{\partial L}{\partial \lambda_2} = \sum_{i=1}^{n} \frac{n - i}{n - 1} w_i - \alpha = 0.
\]

For \( j = n \) equation (2) turns into

\[-\ln w_n - 1 + \lambda_1 = 0 \iff \lambda_1 = \ln w_n + 1,\]

and for \( j = 1 \) we get

\[-\ln w_1 - 1 + \lambda_1 + \lambda_2 = 0,\]

and, therefore,

\[\lambda_2 = \ln w_1 + 1 - \lambda_1 = \ln w_1 + 1 - \ln w_n - 1 = \ln w_1 - \ln w_n.\]

For \( 1 \leq j \leq n \) we find

\[\ln w_j = \frac{j - 1}{n - 1} \ln w_n + \frac{n - j}{n - 1} \ln w_1 \Rightarrow w_j = \sqrt[n-j]{{w_1^{n-j} w_n^{j-1}}}.\]
If \( w_1 = w_n \) then (3) gives

\[
w_1 = w_2 = \cdots = w_n = \frac{1}{n} \Rightarrow \text{disp}(W) = \ln n,
\]

which is the optimal solution to (1) for \( \alpha = 0.5 \) (actually, this is the global optimal value for the dispersion of all OWA operators of dimension \( n \)). Suppose now that \( w_1 \neq w_n \). Let us introduce the notations

\[
u_1 = w_1^{-\frac{1}{n-1}}, \quad \nu_n = w_n^{-\frac{1}{n-1}}.
\]

Then we may rewrite (3) as \( w_j = \nu_1^{n-j} \nu_n^{-j} \), for \( 1 \leq j \leq n \).

From the first condition, orness\((W) = \alpha \), we find

\[
\sum_{i=1}^{n} \frac{n-i}{n-1} w_i = \alpha \iff \sum_{i=1}^{n} (n-i) \nu_1^{n-i} \nu_n^{-i} = (n-1)\alpha,
\]

and from

\[
\sum_{i=1}^{n} \frac{(n-i)\nu_1^{n-i} \nu_n^{-i}}{n-1} = \frac{1}{\nu_1 - \nu_n} \left[ (n-1)\nu_1^n - \sum_{i=1}^{n-1} \nu_1^{n-i} \right] = \frac{1}{\nu_1 - \nu_n} \left[ (n-1)\nu_1^n - \nu_1 \nu_n \nu_n^{-1} \right] = \frac{1}{(\nu_1 - \nu_n)^2} \left[ (n-1)\nu_1^{n+1} - n\nu_1^n + \nu_1 \nu_n^n \right],
\]

we get

\[
(n-1)\nu_1^{n+1} - n\nu_1^n \nu_n + \nu_1 \nu_n^n = (n-1)\alpha (\nu_1 - \nu_n)^2
\]

\[
\nu_1^n - \nu_n = (n-1)\alpha (\nu_1 - \nu_n)
\]

\[
u_n = \frac{1}{(n-1)\alpha} \left[ ((n-1)\alpha + 1)\nu_1 - \nu_1^n \right]
\]

\[
u_n = \frac{(n-1)\alpha + 1 - nw_1}{(n-1)\alpha}.
\]

(4)
From the second condition, \( w_1 + \cdots + w_n = 1 \), we get
\[
\sum_{j=1}^{n} u_1^{n-j} w_n^{j-1} = 1 \iff \frac{u_1^n - u_n^n}{u_1 - u_n} = 1
\]
\[
\iff u_1^n - u_n^n = u_1 - u_n \quad (5)
\]
\[
\iff u_1^{n-1} - u_n^{n-1} = 1 - \frac{u_n}{u_1} \quad (6)
\]
Comparing equations (4) and (6) we find
\[
w_1 - \frac{(n-1)\alpha + 1 - nw_1}{(n-1)\alpha} \times w_n = \frac{nw_1 - 1}{(n-1)\alpha}
\]
and, therefore,
\[
w_n = \frac{((n-1)\alpha - n)w_1 + 1}{(n-1)\alpha + 1 - nw_1}. \quad (7)
\]
Let us rewrite equation (5) as
\[
u_1^n - u_n^n = u_1 - u_n
\]
\[
u_1(w_1 - 1) = u_n(w_n - 1)
\]
\[
w_1(w_1 - 1)^{n-1} = w_n(w_n - 1)^{n-1}
\]
\[
w_1(w_1 - 1)^{n-1} = \left(\frac{(n-1)\alpha - n}{(n-1)\alpha + 1 - nw_1}\right)^{n-1} \times \left[\frac{(n-1)\alpha(w_1 - 1)}{(n-1)\alpha + 1 - nw_1}\right]^{n-1}
\]
\[
w_1[(n-1)\alpha + 1 - nw_1]^{n} = \left(\frac{(n-1)\alpha}{(n-1)\alpha + 1 - nw_1}\right)^{n-1}[(n-1)\alpha - n]w_1 + 1]. \quad (8)
\]
So the optimal value of \( w_1 \) should satisfy equation (8). Once \( w_1 \) is computed then \( w_n \) can be determined from equation (7) and the other weights are obtained from equation (3).

**Remark 2.1** If \( n = 3 \) then from (3) we get
\[
w_2 = \sqrt{w_1 w_3}
\]
independently of the value of \( \alpha \), which means that the optimal value of \( w_2 \) is always the geometric mean of \( w_1 \) and \( w_3 \).
3 Computing the optimal weights

Let us introduce the notations

\[ f(w_1) = w_1[(n-1)\alpha + 1 - nw_1]^n, \]
\[ g(w_1) = ((n-1)\alpha)^{n-1}[(n-1)\alpha - n]w_1 + 1. \]

Then to find the optimal value for the first weight we have to solve the following equation

\[ f(w_1) = g(w_1), \]

where \( g \) is a line and \( f \) is a polynomial of \( w_1 \) of dimension \( n + 1 \).

Without loss of generality we can assume that \( \alpha < 0.5 \), because if a weighting vector \( W \) is optimal for problem (1) under some given degree of orness, \( \alpha < 0.5 \), then its reverse, denoted by \( W^R \), and defined as

\[ w^R_i = w_{n-i+1} \]

is also optimal for problem (1) under degree of orness \( (1 - \alpha) \). Really, as was shown by Yager [4], we find that

\[ \text{disp}(W^R) = \text{disp}(W) \text{ and orness}(W^R) = 1 - \text{orness}(W). \]

Therefore, for any \( \alpha > 0.5 \), we can solve problem (1) by solving it with level of orness \( (1 - \alpha) \) and then taking the reverse of that solution.

From the equations

\[ f\left(\frac{1}{n}\right) = g\left(\frac{1}{n}\right) \text{ and } f'\left(\frac{1}{n}\right) = g'\left(\frac{1}{n}\right) \]

we get that \( g \) is always a tangency line to \( f \) at the point \( w_1 = 1/n \). But if \( w_1 = 1/n \) then \( w_1 = \cdots = w_n = 1/n \) also holds, and that is the optimal solution for \( \alpha = 0.5 \).

Consider the the graph of \( f \). It is clear that \( f(0) = 0 \) and by solving the equation

\[ f'(w_1) = [(n-1)\alpha + 1 - nw_1]^n - n^2w_1[(n-1)\alpha + 1 - nw_1]^{n-1} = 0 \]

we find that its unique solution is

\[ \hat{w}_1 = \frac{(n-1)\alpha + 1}{n(n+1)} < \frac{1}{n}, \]

and its second derivative, \( f''(\hat{w}_1) \) is negative, which means that \( \hat{w}_1 \) is the only maximizing point of \( f \) on the segment \([0, 1/n]\).
We prove now that \( g \) can intersect \( f \) only once in the open interval \((0, 1/n)\). It will guarantee the uniqueness of the optimal solution of problem (1). Really, from the equation

\[
f''(w_1) = -2n^2[(n-1)\alpha+1-nw_1]^{n-1} + n^3(n-1)w_1[(n-1)\alpha+1-nw_1]^{n-2} = 0
\]

we find that its unique solution is

\[
\bar{w}_1 = \frac{2(n-1)\alpha + 1}{n(n+1)} = 2\hat{w}_1 < \frac{1}{n}, \quad \text{since } \alpha < 0.5.
\]

with the meaning that \( f \) is strictly concave on \((0, \bar{w}_1)\), has an inflection point at \( \bar{w}_1 \), and \( f \) is strictly convex on \((\bar{w}_1, 1/n)\). Therefore, the graph of \( g \) should lie below the graph of \( g \) if \( \hat{w}_1 < w_1 < 1/n \) and \( g \) can cross \( f \) only once in the interval \((0, \bar{w}_1)\).

### 4 Illustrations

Let us suppose that \( n = 5 \) and \( \alpha = 0.6 \). Then from the equation

\[
w_1[4 \times 0.6 + 1 - 5w_1]^5 = (4 \times 0.6)^4[1 - (5 - 4 \times 0.6)w_1].
\]

we find

\[
w_1^* = 0.2884
\]

\[
w_5^* = \frac{(4 \times 0.6) - 5)w_1^* + 1}{4 \times 0.6 + 1 - 5w_1^*} = 0.1278
\]

\[
w_2^* = \sqrt{(w_1^*)^3w_5^*} = 0.2353,
\]

\[
w_3^* = \sqrt{(w_1^*)^2(w_5^*)^2} = 0.1920,
\]

\[
w_4^* = \sqrt[4]{(w_1^*)(w_5^*)^3} = 0.1566.
\]

and, \( \text{disp}(W^*) = 1.5692 \).

Using exponential smoothing [1], Filev and Yager [6] obtained the following weighting vector

\[
W' = (0.41, 0.10, 0.13, 0.16, 0.20),
\]
with \( \text{disp}(W') = 1.48 \) and \( \text{orness}(W') = 0.5904 \).

We first note that the weights computed from the constrained optimization problem have better dispersion than those ones obtained by Filev and Yager in [6], however the (heuristic) technology suggested in [6] needs less computational efforts.

Other interesting property here is that small changes in the required level of orness, \( \alpha \), can cause a big variation in weighting vectors of near optimal dispersity, (for example, compare the weighting vectors \( W^* \) and \( W' \)).
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In Dispersion Maxspace represented by Eqn (8), the weights of different Orness are given with maximal dispersion which means most individual criteria are being used in the aggregation that gives more robustness [A13]. (page 212)
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Fullér and Majlender [A13] transform Yager's OWA equation to a polynomial equation by using Lagrange multipliers. According to their approach, the associated weighting vector can be obtained by (2) - (4). (page 1384)

A13-c15 Wang, Jia-Wen; Cheng, Ching-Hsue, Information Fusion Technique for Weighted Time Series Model, International Conference on
Fullér and Majlender use the method of Lagrange multipliers to transfer equation (7) to a polynomial equation, which can determine the optimal weighting vector. By their method, the associated weighting vector is easily obtained by (8)-(9) [A13].

(page 1861)

http://dx.doi.org/10.1109/ICPCA.2007.4365438

http://dx.doi.org/10.1109/ICMLC.2007.4370452

A13-c12 Ching-Hue Cheng, Jing-Wei Liu, OWA Rough Set to Forecast the Industrial Growth Rate, International Conference on Convergence Information Technology, 21-23 Nov. 2007, pp. 1862-1867. 2007
http://doi.ieeecomputersociety.org/10.1109/ICITC.2007.233

http://dx.doi.org/10.1007/978-3-540-77296-5_29

http://dx.doi.org/10.1007/978-3-540-73721-6_7
Filev and Yager [11] simplified this optimization problem using the Lagrange multipliers method. Then the problem boils down to finding the root of a polynomial of degree $m - 1$. Fullér and Majlender [A13], assuming the same approach, proposed a simpler formulae for the weight vector $W$. (page 101)
Fullér and Majlender [A13] used the method of Lagrange multipliers to transfer Yager’s OWA equation to a polynomial equation, which can determine the optimal weighting vector. By their method, the associated weighting vector is easily obtained by (5)-(7).

\[
\ln w_j = \frac{j - 1}{n - 1} \ln w_n + \frac{n - j}{n - 1} \ln w_1 \Rightarrow w_j = \sqrt[n-1]{w_1^{n-j}w_j^{j-1}} \tag{5}
\]

and

\[
w_n = \frac{((n - 1)\alpha - n)w_1 + 1}{(n - 1)\alpha + 1 - nw_1} \tag{6}
\]

then

\[
w_1[(n - 1)\alpha + 1 - nw_1]^n = ((n - 1)\alpha n - 1)[(n - 1)\alpha - n]w_1 + 1 \tag{7}
\]


Entropy has been generally adopted as a measure of weight dispersion of the OWA operators. O’Hagan [2], in his ground braking work, suggests to select the vector that maximizes the entropy of OWA weights (ME-OWA). Analytical solutions to this problem have been proposed by Filev and Yager [3], and Fullér and Majlender [A13]. (page 82)
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